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Invariant Learning”?

Invariant to Shift Invariant to
Rotation

f f f f

‘cat’ ‘cat’ ‘cat’ ‘cat’

Bernhard Kainz. Deep Learning — Equivariance and Invariance 2
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Invariant Learning with SECICHRDEIE 2

Invariant to Shift Invariant to

Rotation
i S a a gEeG /l

A R

‘cat’ ‘cat’ ‘cat’ ‘cat’

Range of Shift covers Range of Rotation covers
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Invariant Learning with SECICHRDEIE 2

Key Property: Disentangling Class, Position, and View Angle

Invariant to Shift Invariant to

Rotation
i S a é geG )

(A R R |

‘cat’ ‘cat’ ‘cat’ ‘cat’

Range of Shift covers Range of Rotation covers
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Invariant Learning with SECICHRDEIE 2

Key Property: Disentangling Class, Position, and View Angle

This is, however, not easy to achieve in real-world data ...

\

2 ]) Bird in “Water”

»w

Bird Model | —— r“ o ’ Bird on “Sand” ——> EquallyWell not always true
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Invariant Learning with SECICHRDEIE 2

Key Property: Disentangling Class, Position, and View Angle

Bird in“Water® mlssmg “Sand” data in training, while can be tested

for example

This is, however, not easy to achieve in real images of complex foregrounds and backgrounds ...
Birdon “Sand” ——> EquallywWel not always true

Bird Model
@ Bird in "Sky” /

Training data is often [SHIICIGHN.
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Invariant Learning with [RSUHICICAPDEIE

Key Property: Disentangling Class, Position, and View Angle

This is, however, not easy to achieve in real images of complex foregrounds and backgrounds ...

Bird in"Water” {issing “Sand” data in training, while can be tested

for example

Bird Model | ——— "‘ ﬁ’ Bird on “Sand” Equally Wel not always true

@ Bird in "Sky” /

Training data is often |NSUICICHI.
Invariant Learning with [iSHNICIEREDSIENOODIDSE) 7
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When Model Fails in OOD Generalization

For example, the model’s prediction is misled by biased backgrounds:

Training Testing

Camel + Sand Cow + Grass Camel + Grass Cow + Sand

Prediction: Cow Prediction: Camel
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When Model Fails in OOD Generalization

Another example is the model attention is biased to backgrounds:

M ResNet M ResNet + CBAM

M ResNet + CaaM (Ours)
70

65

60

55

50

45

40

35
L----

IID Setting
(b)

“Attention is all you need” 9
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When Model Fails in OOD Generalization

Another example is the model attention is biased to backgrounds:

Prediction: Bird

training
data

(a)

“Attention is all you need”? 10
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When Model Fails in OOD Generalization

Another example is the model attention is biased to backgrounds:

M ResNet M ResNet + CBAM
B ResNet + CaaM (Ours)
training
data

70

65

- More failures in rare
5 backgrounds

Prediction inird 50 Rare Conte
45 I
40
35
OOD testing ;) OOD Setting
(“Ground”= “Bird”)- “(a) (b)

“Attention is all you need”? !
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What is the reason?

Models learn only correlations P(Y | X)

How to solve the issue?

Causal Intervention (from correlation to causality):
P(Y [ X)—P(Y|do(X))

12
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Causal Intervention: P(Y | X)—P(Y|do(X))

Cholesterol

Monotonous Increase

= X
Exercise

P(Y|X)

Cholesterol

Monotonous Decrease
(makes more sense)

= X
Exercise

P(Y|do(X)) )
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Causal Intervention: P(Y | X)—P(Y|do(X))

Stratification:

Age Monotonous Increase

Given info of
Age(A)

X '@ X

P(Y|X) P(Y|do(X))

Monotonous Decrease

14
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Causal Intervention: P(Y | X)—P(Y|do(X))

Stratification:

Given info of
Age(A)

)

P(Y|do(x)) = ZP(YlX,A — Q)P(A = a)

T

Stratify the Confounder

agnostic prior

Weighted by a sample-

15
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Causal Intervention: P(Y | X)—P(Y|do(X))

Stratification:

Given info of
Age(A)

)

How to implement Stratification
in Computer Vision?

Weighted by a sample-
Stratify the Confounder 12 y p

agnostic prior
16
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Causal Intervention: P(Y | X)—P(Y|do(X))

Stratification:

Given info of
Age(A)

)

How to implement Stratification
in Computer Vision?

-- where we do not have the definition
and representation of confounders

) Weighted by a sample-
Stratify the Confounder

agnostic prior
17
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Causal Intervention: P(Y | X)—P(Y|do(X)) in Computer Vision

Causal Intervention by . cresion; L
debiasing from all Contextual Objects---a Confounder set =
X Y X X

X and Y are both image areas, Z is the confounder
Self Predictor  Context Predictor
xc yC

/ >| Fe o _—> Context Label Prediction Proxy Task
\\ ~TwH
:B : Attention !
! nwam Use an object dictionary to denote confounder Z
»[ Sl
Ll Rol Featrue ! ‘Confounder

Do Dictionary Z

———————————————

Feature Map

-\) P(Dog|do(Person)) = Z P(Dog|Person, z) P(z)

z€EZ
Wang, et al. "Visual commonsense r-cnn." CVPR 2020. 15
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Causal Intervention: P(Y | X)—P(Y|do(X)) in Computer Vision

Causal Intervention by . cresion; L
debiasing from all Contextual Objects---a Confounder set =
X Y X X

Q: Is his collar buttoned?

A:Yes A:Yes l

Wang, et al. "Visual commonsense r-cnn." CVPR 2020. 19
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Causal Intervention: P(Y | X)—P(Y|do(X)) in Computer Vision?

Causal Intervention: any issues?

Causal Intervention is designed for inference. When used for training:

* Non-positivity: X may never appear with some Z in training set.
e.g., how would you reweight the “black swan” if there is even no “black swan” sample?

* The derivation assumes P(Y|X) to be independent causal mechanisms. That means Z
should not influence the P(Y|X) in training. The model should perform equally well under
different confounder Z.

Parascandolo, et al. "Learning independent causal mechanisms." ICML 2018. 20
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Causal Intervention: P(Y | X)—P(Y|do(X)) in Computer Vision?

Causal Intervention: any issues?

Causal Intervention is designed for inference. When used for training:

* Non-positivity: X may never appear with some Z in training set.
e.g., how would you reweight the “black swan” if there is even no “black swan” sample?

isms. That means Z
orm equally well under

» The derivation assumes P(Y|X) to be independent causal mec
should not influence the P(Y|X) in training. The model should
different confounder Z.

Invariant Learning Insufficient Data

Parascandolo, et al. "Learning independent causal mechanisms." ICML 2018. 21
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Invariant Learning in Insufficient Data

The model should perform equally well under different confounder Z.

Bird in “Water”

\

Bird Model

/

Bird on “Sand” >  Equally Well

Bird in “Sky”

22
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Invariant Learning in Insufficient Data

A toy dataset:

Training Dataset Testing Dataset
P(Y = 1|Green) = 0.8 P(Y = 1|Red) = 0.8

OOD Generalization Problem !

23
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Invariant Learning in Insufficient Data: Invariant Risk Minimization (IRM)

IRM Loss for tackling this problem:

Environment Environment

€1 €2

ri!l

Training Dataset

iyl

ri'l_l

P(Y = 1|Green) = 0.8 Human P(Y = 1|Green) = 0.7 P(Y = 1|Green) = 0.9

Expert \

Training with IRM Loss

Testing Dataset

IRM Loss will only find the invariant factor and
P(Y = 1|Red) = 0.8

thus remove the color factor

Arjovsky, et al. "Invariant risk minimization." arXiv preprint arXiv:1907.02893 (2019). 24
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Invariant Learning in Insufficient Data: Invariant Risk Minimization (IRM)

IRM Loss for tackling this problem: by constructing good env

-------------------------------------------------------------------

Manually-constructed Environment

Environment €1

Environment €2

IRM Loss

- Digit Model | ¢/~

Fi1_|

P(Y = 1|Green) = 0.9

[ - ———————— 4

IRM Loss

Digit & Color Model

Arjovsky, et al. "Invariant risk minimization." arXiv preprint arXiv:1907.02893 (2019).

Good: Split the data w.r.t the Bias Factor (Color)

X

25
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

IRM CaaM
IRM vs. CaaM: T ; i ‘,
i Single i Multiple
i Coarse - Fine-Grained !
| Manually- Automatically- !
i constructed: i constructed |
Environments Environments

To learn invariances across environments, find a data representation such that the
optimal classifier on top of that representation matches for all environments.

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 26
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to understand CaaM:

= \Attention
0 00K pe

I Ground; Water

GT Splits

CaaM Splits (Ours)
e ———————

GT Splits !, CaaM SplitsI

Data Splits ~~__ e

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 27
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to understand CaaM:

/ \ Attention

IRM: Group the
images according
to the ground truth

context (single split)

=

GT Splits

GT Splits !, CaaM SplitsI

CaaM Splits (Ours)

Data Splits ~~__ e

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 28
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to understand CaaM:

/ \Attention

The causal feature
of “bird” — “wing” —
is also removed

GT Splits

CaaM Splits (Ours)

CaaM SplitsI

Data Splits ~~__ s B

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 29
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to understand CaaM:

\ Attention

More accurate attention

CaaM Splits (Ours)

Data Splits ~~__ s B

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 30
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to implement CaaM:

& Training Data D ” Training Data D
AV Ll A B ot R
\§° Pl Partition 71 Q’Qb_’ Partition 72
| | | | A: Causal Effect
bo All l“l L Ai I‘2 A: Confounding Effect
Eq.(6) Eq.(6)

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 31
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to implement CaaM:

Training Data D

Partition 71
v v
Ay

1T

Cross-Entropy Loss (XE): This loss is to ensure that 4 and 4
combined will capture the total effects

XE(f,7,D) = Egyyen ((F(@)y) & = Ale) o Ale)

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 32
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to implement CaaM:

Training Data D

Partition 71

v

Ay

;

Invariant Loss (IL): This loss is for learning A that is split invariant made
by the causal intervention with the data partition T;.

IL(g, A(x), i) = Y XE(g, A(«), 1) + | Vw=1.0XE(w, A(x).1)|3.

teT;

Follow the original IRM

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 33
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to implement CaaM:

| TrainingData D e min  XE(f,7,D) +IL(g, A(z), T;) + XE(h, A(z), D),
Partition 7; Partition 72 AA, f.g.h
# v # #
A,
\ A / l l
Eq.(6) Eq.(6) _

Learn the causal Learn the bias
feature A(x). classifier h by fitting

Mini-Game: Optimize the Model XE loss on A(x).

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 34



School of
«~ Computing and
Information Systems

~
=
< SMU
A~
SINGAPORE MANAGEM)
UNIVERSITY

Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to implement CaaM:

\,Qsi’ﬁ max IL(h, A(z), 7:(9))
fé" o A good partition update should capture the

bias factor that is currently NOT split invariant.

Maxi-Game: Optimize a New Partition

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 35
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to implement CaaM:

CaaM Attention Calculus for CNN

z = CBAM(x),

CaaM : { c :i Sigmoid(z) dl> X,

Sigmoid(z) = 1 — Sigmoid(—z)

N/
\_/

»

Complementary Attention

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 36
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

How to implement CaaM:

CaaM Attention Calculus for ViT

1
|
|
|

4

rq, k,v = W,x, Wix, W,x,

- L
CaaM :{ €= Softmax(\q/a)v,
g X
s = Softmax(—-2%

\ Ve

Q
o

Ot

'(-\-'e
Sof _

Wang, et al. “Causai ateiiuuii 1u1 unuiaseu visudl 18CUYIIUUIL ULV (LUZ T ). or
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

Evaluate CaaM:

CNN-Based ViT-Based
Model NICO ImageNet-9 [ 1] ImageNet-A [27] NICO ImageNet-9 [ 1] ImageNet-A [27]
Val Test Biased Unbiased [7] Test Val Test  Biased Unbiased [7] Test
. IRM [4] 40.62 EZT.ZE 1 94.13 94.41 13352 36.46 i'.ZEs'I 80.43 88.87 5'36]71
< REx[34] 41.00 141.15 : 94.15 04.28 : 33.18: 36.23 |-3.46= 88.52 87.26 |29.18=
T Unshuffle [19] 43.15 :43.00 : 94.71 94.33 : 34.411 37.38 : 36.00 : 87.38 86.86 : 28.61 :
= CaaM (Ours) 45.46 145771 95.52 94.96 135.60= 38.08 137.541 90.05 89.35 132.011

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 38
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

Evaluate CaaM:

CNN-Based ViT-Based
Model NICO ImageNet-9 [ 1] ImageNet-A [27] NICO ImageNet-9 [ 1] ImageNet-A [27]

Val Test Biased Unbiased [7] Test Val Test  Biased Unbiased [7] Test
~ IRM[{] 40.62 4146 94.13 94.41 3352 36.46 34.38  89.43 88.87 30.17
< REx[34] 41.00 41.15 94.15 04.28 : 33 18: 36.23 3346 88.52 87.26 29.18
T Unshuffle [19] 43.15 43.00 94.71 94.33 134411 37.38 36.00 87.38 86.86 28.61
= CaaM (Ours) 45.46 45.77 95.52 94.96 : 35.60: 38.08 37.54 90.05 89.35 32.01
l\. IRM [] 40.54 41.23  94.09 04.32 I 33.39i 33.76 33777 89.62 88.98 29.25
< REx[34] 40.85 41.52 93.26 93.79 : 32.84) 35.62 34.00 88.68 87.01 28.72
2 Unshuffle [19] 41.69 41.61 9481 94.30 : 34.04: 33.62 3292 88.38 87.39 28.52
2 CaaM (Ours) 46.38 46.62 96.19 95.83 : 38.551 38.00 37.61 90.33 90.01 32.38

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 39
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

Evaluate CaaM:

Bird Sheep Elephant

Ton o | IACHEEE 3 - gl Ty
' B - Sox. S A A -
) il g > o % Sy ¥ :
B v . ) A R ho o Pr. sa 80 /4 b
s 3 2 ; : f
5 R X i
A 3
h F,

Input Image

Attention

Interv.

(w/ T)

CaaM
(w/o T)

CNN-Based ViT-Based

Wang, et al. "Causal attention for unbiased visual recognition." ICCV (2021). 40
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Invariant Learning in Insufficient Data: Causal Attention Module (CaaM)

Improved CaaM (our ongoing work):

CaaM Improved CaaM
(COTTTTTTIIIEIETTETEETTTTN, : T N
i Generate ! : !
i environments for all i i Class-wise IRM |
! theclasses | i l
i The environments i i Each environment i
i may still be ! ! corresponds to i
] inaccurate i i one class |

_______________________

41
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Invariant Learning in Insufficient Data: Representation Learning

Representation Learning (our published work):

(a) Supervised Learning (b) Self-Supervised Learning (c) Our IP-IRM

Wang, et al. “Self-Supervised Learning Disentangled Group Representation as Feature.” NeurlPS (2021) Spotlight. 42
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Invariant Learning in Insufficient Data

An Interesting Challenge: NICOCHALLENGE
(also in ECCV’22 workshop)

https://nicochallenge.com/

43
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What is NICO CHALLENGE?

The goal of NICO Challenge is to facilitate the OOD (Out-of-Distribution) generalization in visual recognition through promoting the
research on the intrinsic learning mechanisms with native invariance and generalization ability. The training data is a mixture of several
observed contexts while the test data is composed of unseen contexts. Participants are tasked with developing reliable algorithms
across different contexts (domains) to improve the generalization ability of models.

Training Testing




