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What to learn? e.g. image classification

L. Fei-Fei and O. Russakovsky, Analysis of Large-Scale Visual Recognition, Bay Area Vision Meeting, October, 2013 2
L. Fei-Fei, ImageNet: crowdsourcing, benchmarking & other cool things, CMU VASC Seminar, March, 2010
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What to learn? e.g. image classification
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What to learn? e.g. image classification

. Multiple classes Racke

Strawberry

Sea lion

——— Y
=

m_

A
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What to learn? benchmark: ImageNet
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More than 20K object categories
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How to Iear'n? Deep Neural Networks

AlexNet, 8 layers |

11x11 conv, 96, /4, pool/2

\ 4

(ILSVRC 2012)
|

5x5 conv, 256, pool/2

|

3x3 conv, 384

\ 4

3x3 conv, 384

\ 4

3x3 conv, 256, pool/2

fc, 4096

\ 4

fc, 4096

\ 4

fc, 1000

End-to-end training.
Easy to chopped up, modified, retrained.

ILSVRC 2012:

ImageNet Large Scale Visual
Recognition Competition in 2012
(Ended)

A. Krizhevsky, I. Sutskever, G.E. Hinton. Imagenet Classification with Deep Convolutional Neural Networks. NIPS 2012.


http://www.image-net.org/challenges/LSVRC/
http://www.image-net.org/challenges/LSVRC/
http://www.image-net.org/challenges/LSVRC/

How to |€0l"ﬂ? Deeper Neural Networks
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AlexNet, 8 layers VGG, 19 layers GoogleNet, 22 layers
(ILSVRC 2012) (ILSVRC 2014) (ILSVRC 2014)
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K. He, X. Zhang, S. Ren, and J. Sun. Identity Mappings in Deep Residual Networks. ECC® 2016. (survey)
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ResNet, 152 layers
(ILSVRC 2015)

The best paper
at CVPR'16




How they perform? e.g. on ImageNet

28.2

‘ 152 layers ’ o

\ 16.4

\ 11.7
1 22 layers ’ ‘ 19 layers ’

\

6.7 7.3

ILSVRC'15 ILSVRC'14 ILSVRC'14 ILSVRC'13 ILSVRC'12 ILSVRC'11 ILSVRC'10
ResNet GoogleNet VGG AlexNet

ImageNet Classification top-5 error (%)

K. He, X. Zhang, S. Ren, and J. Sun. Identity Mappings in Deep Residual Networks. ECCV 2016. (survey)

Learning to learn - Qianru



Even better than human!

28.2

‘ 152 layers ’

\ 16.4

\ 11.7
1 22 layers ’ ‘ 19 Iayers

\

Human performance
3.57 I ~ 8 layers

ILSVRC'15 ILSVRC'14 ILSVRC'14 ILSVRC'13 ILSVRC'12 ILSVRC'11 ILSVRC'10
ResNet GoogleNet VGG AlexNet

8 layers

ImageNet Classification top-5 error (%)

K. He, X. Zhang, S. Ren, and J. Sun. Identity Mappings in Deep Residual Networks. ECCV 2016. (survey)

Learning to learn - Qianru
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Even better than human!

AlphaGo Zero

Starting from-seratch

Learn from scratch!
Learn by self-playing!
Learn with ResNet!

10
https://deepmind.com/blog/article/alphago-zero-starting-scratch



https://deepmind.com/blog/article/alphago-zero-starting-scratch

Learning to learn

from small data

Why from small data?
in the era of big data

earning to learn - Qianru

11
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Big data is expensive!

|feed, provender] |fodder]|

| hay

|beverage, drink, drinkable, potable||coffee, javal

lespresso

3
E h'\- ‘

|alcoho|, alcoholic drink, alcoholic beverage, intoxicant, inebriant|

|red wine

12

https://cs.stanford.edu/people/karpathy/ilsvre/



https://cs.stanford.edu/people/karpathy/ilsvrc/
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Big data is expensive!
e.g. to label the ImageNet

# of classes: 40,000
# of images per class: 10,000
# of people needed to verify: 3

Speed of verifying: 2 images/second

40,000 - 10,000 - 3 /2=600,000,000sec  19years

No graduate student would like to do this 19 yrs project !

13
L. Fei-Fei, ImageNet: crowdsourcing, benchmarking & other cool things, CMU VASC Seminar, March, 2010.
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Big data is not “personalized™!

e.d. person image generation

Large-scale Learning
Input pose Input image training tolearn Ground truth

results results

-

| %
\e
1 ©

bad quality :( good quality :)
missing the gender and age closer to the ground truth

14
L. Ma, Q. Sun, B. Schiele, L. Van Gool, A Novel BiLevel Paradigm for Image-to-Image Translation. arXiv 2019.
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Small data is cheap! eg. classification

Classification task: “‘cat’ vs. “bird"
.- Training data

v
1

' \
Only 4 labeled ! : Trained
examples per class model
/ Test (Deployment) X
I , :
i An unseen image ; Classified result |
: Trained . !
: — bird .
! model :

__________________________________________

15



Learning to learn - Qianru

Small data is cheap! e.d. generation

Generation task: ‘face image”

Training data
i A pair of data (input) ‘i
Only 1 pair of data ! : Trained
per identity i : model
P Test (Deploy)
I An unseen pair of data (input) i Generated result \
v

N Trained N
model

: _— ; 16

________________________________________________________

,______________




Small data is around us!

Long-tail distribution, expensive images, expensive annotation ...

Long-tail distribution
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“~~_Class index

Long-tail distribution on the SUN-397 dataset.

Y. Wang, D. Ramanan and M. Hebert. Learning to Model the Tail. NIPS 2017.

Learning to learn - Qianru
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Small data is around us!

Long-tail distribution, expensive images, expensive annotation ...

Detect Diabetic Retinopathy Ra re | m a g eS

oo P Long-tail distribution
3 @ . ” i o A. HEALTHY B. DISEASED

1000
§ l \Hemorrhages
g 800 -.'
=
3
o
EiS

Diabetic Retinopathy, a diabetes complication that affects eyes. Source:

https://ai.googleblog.com/2016/11/deep-learning-for-detection-of-diabetic.html|

50 N00 150 200 250
“~~_Class index

Long-tail distribution on the SUN-397 dataset.

Y. Wang, D. Ramanan and M. Hebert. Learning to Model the Tail. NIPS 2017.
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Small data is around us!

Long-tail distribution, expensive images, expensive annotation ...

Detect Diabetic Retinopathy Ra re | m a g eS

oo P Long-tail distribution
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Diabetic Retinopathy, a diabetes complication that affects eyes. Source:
https://ai.googleblog.com/2016/11/deep-learning-for-detection-of-diabetic.html|

Expensive annotation

50 N00 150 200 250
“~~_Class index -

Long-tail distribution on the SUN-397 dataset.

Y. Wang, D. Ramanan and M. Hebert. Learning to Model the Tail. NIPS 2017.
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Input Image Semantic Segmentation Instance Segmentation
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Small data is around us!

Long-tail distribution, expensive images, expensive annotation ...

The realistic example is often as follows ...
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Small data is easy for human!

[1] B. M. Lake, R. Salakhutdinov, and J.B. Tenenbaum. Human-level concept learning through probabilistic program induction. Science, 2015.

[2] E. G. Miller, N.E. Matsakis, and P.A. Viola. Learning from one example through shared densities on transformations. CVPR, 2000.

[3] B. M. Lake, R. Salakhutdinov, and J.B. Tenenbaum. Concept learning as motor program induction: A large-scale empirical study. Annual Conference of
the Cognitive Science Society, 2012.

Easy for you to remember me by one glance.. S
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WhY? A conservative estimate of images a person has seen.

Let's assume a person sees a distinct image every 30 seconds.

By the time a person enters his/her 25 years old,

he/she has seen:

= 25 years " 365.24 days/year "16 hours/day * 60 minutes/hour * 2 images / minute

=17, 531, 520 images

More than an ImageNet (14 million images)!

. . . . 22
https://towardsdatascience.com/why-small-data-is-the-future-of-ai
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ND, more that 86 billion neurons

Respiratory
System

Nervous
System

r.brainfacts.org/core-concepts/your-complex-brain

Immune
System

Cardiovascular
System

Gastrointestinal
System

Learning to learn - Qianru
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Small data is hard for machine!

Two main problems:

e Over-fitting becomes much harder to avoid.

1

Overfitting in training

@ Training samples
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Poor generalization in test

@ Testsamples

—> True distribution (target)

:‘ Overfitted model (failure case)

24
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Small data is hard for machine!

Two main problems:

e Outliers become much more dangerous.

—> True distribution (target)

,4 Overfitted model (failure case)

\4 Noises-effected model (failure case)

>

Overfitting in training Poor generalization in test

& Training samples B Testsamples ’5
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Can machine learn from humans?

Humans learn experiences from related tasks

I

“meta-learning” or “learning to learn”

(Machine Learning)

26
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Meta-Learning (Learning to learn)

-

)

X*-4x <@

n(BNC)=22

n(BUC) =n(B)+n(C)n(BNC)

He =4.002602
.989769
Ar=39.948

a(be) = (ab)c
a+b=b+a (1002)a+100b
a(b+c) = ab+ac 100002+ 100b -

126 =6xy
2x +2y=20

zdnet.com
27
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My recent works - Learning to learn
for different capabilities in computer vision tasks

Learning to transfer ‘'memory” --- “experiences from other large-scale tasks’
Learning to extract "data” --- “images potentially useful for future training”

Learning to combine "models” --- "trained network parameters’

28
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My recent works - Learning to learn
for different capabilities in computer vision tasks

Learning to transfer ‘'memory” --- “experiences from other large-scale tasks’

29
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Learning to transfer *“memory”

Given an existing model pre-trained on a large-scale task

Given the conditions knowledge

—————————————————————————————————————————————————————————————————————————————————————————————————————————————

; Any big dataset Any network | Network parameters
! (scratch) : : (learned) '

GoogleNet, 22 layers ! | "ZZ2 2 |

1
! training | SEes



Learning to transfer *“memory”

The general memory of image patterns is already in the model

knowledge

Network parameters :
(learned)

A small dataset
e.g. 4-shot

aaaaa

ai@ﬂﬁl
E { Few-shot

< model

mmmmm

Learning to learn - Qianru

31
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Learning to transfer *“memory”

A traditional method is “Fine-Tuning"

knowledge

: : A small dataset
. Network parameters e.g. 4-shot

i (learned) ! : 7
A o '@ﬂﬁz‘:
i ~Tazk ‘ Few-shot

i g3 ' Fine-Tunina(FT) [Pan et al. 2011] model

| : | 32
U o S. J. Pan, et al. Domain Adaptation via Transfer Component Analysis. IEEE Trans. Neural Networks, 2011.
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Learning to transfer *“memory”

A traditional method is “Fine-Tuning’, while it is problematic!

knowledge

: : A small dataset
. Network parameters ! e.g. 4-shot

(lzarned) at 'gﬂﬁ‘

i Bm:tga:la h FeW‘ S h Ot

5 W " Fine-Tuning(FT) [Pan et al. 2011] model

| o1 i Problem: “catastrophic forgetting”

| =Sos ' [Lopez-Paz et al NIPS'17]

i E i S. J. Pan, et al. Domain Adaptation via Transfer Component Analysis. IEEE Trans. Neural Networks, 2011. 33

----------------------------- D. Lopez-Paz and M. Ranzato. Gradient episodic memory for continual learning. In NIPS, 2017.
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Learning to transfer *“memory”

Meta-Transfer Learning [Sun et al. CVPR'19]
Scaling and shifting (SS) of frozen neurons

Fine-Tuning [Pan et al. 2011]
Problem: “catastrophic forgetting”

Only SS parameters get updated.

i Dg, - Cxdxixl Ps,: 1x4x1x1 @ - CxdxIxl P, 1xdxIxl !
| €% @x |
C X —> G ! T |
update ______ 6__________'__ _____ _’ _______________ @ ________ _i__ _______ !
W Cxdx3x3 b - Ixdxix1  Update W:Cxdx3x3 b 1x4x1x1

(a) Parameter-level Fine-Tuning (FT)

e e - T T

W: Cxdx3x3 b - 1xdxIxl W' Cxdx3x3 b IxdxIx

(b) Our Scaling Si and Shifting S:

S. J. Pan, et al. Domain Adaptation via Transfer Component Analysis. IEEE Trans. Neural Networks, 2011.

34
Q. Sun, et al. Meta Transfer Learning for Few-Shot Learning. CVPR 2019.
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Learning to transfer *“memory”

Meta-Transfer Learning [Sun et al. CVPR'19]
Scaling and shifting (SS) of frozen neurons

Fine-Tuning [Pan et al. 2011]
Problem: “catastrophic forgetting”

Only SS parameters get updated.

i Dg, - Cxdxixl Ps,: 1x4x1x1 @ - CxdxIxl P, 1xdxIxl !
w ”"'l. "'l. “"'l. "'l. i
knowledge over-written ®8® = | @0 - __ T T ____ r________ = W= '

knowledge
Al 178 CX4X3X3 b 1x4x1x1 update W CX4X3X3 b lx4x1xl

P knowledge% unchange
! knowledge

: (b) Our Scaling Si and Shifting S>

|

1

1

:

1

1

W: Cxdx3x3 b - Ixdx1xl W' Cxdx3x3  b: 1xdx1xl
|

1

1

(a) Parameter-level Fine-Tuning (FT) |
1

1

1

S. J. Pan, et al. Domain Adaptation via Transfer Component Analysis. IEEE Trans. Neural Networks, 2011.

35
Q. Sun, et al. Meta Transfer Learning for Few-Shot Learning. CVPR 2019.
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Learning to transfer *“memory”

Meta-Transfer Learning [Sun et al. CVPR'19]

Results on two benchmarks: minilmageNet [Vinyals et al. NIPS16]; FC100 [Oreshkin et al. NeurlPS'18]

Table. Classification accuracy (%). Higher is better.

_____________________________________________________

minilmageNet FC100 C T :

1 (shot) 5 1 5 10 Update/...]. \Xithout “learning to learn” i

| update [©;0] 453 646 384 526 586 | i i
L — 200,067 33 S8 6LOI ! our improvements(minimum) over Update]...J: |
FT 6 559 714 416 549 61.1 PRI . 0/ (1. 0/ (& . !
FT [04: 0] sl e 06 518 i3 minilmageNet: 10.5%(1-shot) and 7.6%(5-shot); :
FT [©; 0] 583 716 A6 544 613 S FC100: 4.3%(1-shot), 3.6%(5-shot) and 1.4%(10-shot). :
$S [04; 6] 592 731 04 551 616 . | Oursperforms better on lower-shot settings.

________________________________________________________________________________________________________________________

Q. Sun, et al. Meta Transfer Learning for Few-Shot Learning. CVPR 2019.
O. Vinyals, et al. Matching Networks for One Shot Learning. NIPS 2016. 36
B. N. Oreshkin, et al. TADAM: Task Dependent Adaptive Metric for Improved Few-Shot Learning. NeurIPS 2018.
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My recent works - Learning to learn

for different capabilities in computer vision tasks

Learning to transfer "memory" --- “"experiences from other large-scale tasks”
Learning to extract "data” --- “images potentially useful for future training”
Learning to combine "'models” --- "trained network parameters”

“data”

| model

37
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My recent works - Learning to learn

for different capabilities in computer vision tasks

Learning to transfer "memory" --- “"experiences from other large-scale tasks”
Learning to extract "data” --- “images potentially useful for future training”
Learning to combine "'models” --- "trained network parameters”

: Better

| Trained model

“data”

+Ildata"

38
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Learning to extract “data”

“data” * “unlabeled data”

: Better

| Trained model

Semi-supervised learning
(data is cheap but label is expensive)

Xinzhe Li, et al. Learning to self-train for semi-supervised few-shot classification. NeurIPS 2019. 3
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Learning to extract “data”

Pseudo-labeling: Cherry-picking:
unlabeled set R
pseudo labeled pseudo labeled set R”
Sulgoss.ets (noisy) (selected — weighted
e O0e few-shot ::: hard selection :.
mitialization —> dal — 1 000 — L
training modade predicting 000 soft weighting e
(a) (b) (c)
Re-training:  pseudo labeled Val./Test: _
set R?
OO support set S
5
i ... support set
t
o o00 . 000 PESLL T oss
e @ re-trained R ) fine-tuned
mitialization — > del —> del ———>»  or
re-training mode fine-tuning moce val. or test accuracy
(d) (e) ()

Xinzhe Li, et al. Learning to self-train for semi-supervised few-shot classification. NeurIPS 2019. 40
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Learning to extract “data”

Outer loop | Input an episode S, Q and R

Inner loop *
support set S .| Re-train 2! .o Om—1 Re-train Om Fine-tune Om+1 .o Or—1 Fine-tune
step 1 stepm stepm+1 step T
/
(@5, 0' <€ U (P son) aenA)
|I pseudo labeled set RP[I ! !
) query set Q —>f[q)ss30m(q)swn)] query set Q _>f[q)ss;0T([(I)ssa9/])]
[q)swna (I)ssa 9,]4_ v
loss of @, loss of [®, 6]

unlabeled set R

> meta update [P swn; Pss,0'] [€

deploy

Xinzhe Li, et al. Learning to self-train for semi-supervised few-shot classification. NeurIPS 2019. 4l
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Learning to extract “data”

mini tiered mini w/D tiered w/D D for Distracting classes
1(shot) 5 1 5 1 5 1 5
fully supervised (upper bound) 80.4 83.3 86.5 88.7 - - - -
no selection 59.7 75.2 674 8l1.1 544 733 66.1  79.4 )
no meta  hard 3.0 763 69.8 81.5 61.6 753 68.8 81.1
recursive,hard E__6_4}_6_ j:\ 772 72.1 824 61.2 75.7 68.3 8l1.1
hard (®4,,0') 6411769 747 832 629 754 734 25 % OUF Ablation
soft 6281 +5.5% 1 73.1 828 61.1 74.6 72.1  81.7 Study
meta hard, soft R C65.07° TR - 754 834 63.7 762 74.1 829
recursive,hard,soft | 1 70.1 7 78.7 777 85.2 64.1 774 73.5 834
mixing,hard,soff =~ 66.2 77.9 75.6  84.6 64.5 76.5 73.6 83.8 J

Masked Soft k-Means with MTL | 62.1 i 73.6 68.6 81.0 61.0 720 66.9 80.2
TPN with MTL L 62.7 1 742 72.1 83.3 613 724 71.5 82.7
Masked Soft k-Means [24] 504 64.4 524 699 49.0 63.0 514  69.1

TPN [13] 52.8 66.4 55.7 710 504 649 535 699

Table 2: Classification accuracy (%) in ablative settings (middle blocks) and related SSFSC works

Xinzhe Li, et al. Learning to self-train for semi-supervised few-shot classification. NeurIPS 2019. 42
MTL: Qianru Sun, et al. Meta Transfer Learning for Few-Shot Learning. CVPR 2019.
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My recent works - Learning to learn
for different capabilities in computer vision tasks

Learning to combine "models” --- "trained network parameters’

idea: model1 ———— result1

better?

': N i| model2 —— result2 ensemble result

image model M result M

43
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Learning to customize models

"‘Multiple models” == "models with different architectures, learning rates, data inputs, loss functions ..”

initialization model 1 model 2 model M

How to get?

44
Yaoyao Liu, et al. An Ensemble of Epoch-wise Empirical Bayes for Few-Shot Learning. ECCV 2020.
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Learning to customize models

"‘Multiple models” == "models with different architectures, learning rates, data inputs, loss functions ..”

initialization model 1 model 2 model M

.

tr) aq Ttr) a9 T(tr) Qv

/5 4
: B
‘ Egt"') 51 Eétr) 1 g\tf) .
f ¢ ]
A A2 A
B B B,

_________________________________________________________________________

45
Yaoyao Liu, et al. An Ensemble of Epoch-wise Empirical Bayes for Few-Shot Learning. ECCV 2020.
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Learning to customize models

"‘Multiple models” == "models with different architectures, learning rates, data inputs, loss functions ..”

initialization model 1 model 2 model M
@ @ '@_1} @2 (—)[\[
by % e
: 7' tr) o1 7' tr) 9 T(tr) Qi
' g How to use?
‘ E(tr) ! E(t’r) o E(tr) !

1l ' 2 M :
N I
A A2 A
B B B,

___________________________________________________________________________

46
Yaoyao Liu, et al. An Ensemble of Epoch-wise Empirical Bayes for Few-Shot Learning. ECCV 2020.
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Learning to combine models

"‘Multiple models” == "models with different architectures, learning rates, data inputs, loss functions ..”

\X/elghted combination: ﬂ- : G)U:2 v £

.....................................................

47
Yaoyao Liu, et al. An Ensemble of Epoch-wise Empirical Bayes for Few-Shot Learning. ECCV 2020.
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Learning to combine models

"‘Multiple models” == "models with different architectures, learning rates, data inputs, loss functions ..”

initialization model 1 model 2 model M

(e —e—fos}— -
. ) (o]

P T ey | g0 a2/7' (¢7) Qo (te) v
i . : . :____:\\ @2 J}(te) 25 @i 2; y(te) E(te)

— | i
5 (te)
>\1 : /\2 )\z\[ 61\1 ZM Uy
ry : % X s et
by b by Bs

Meta gradient descent

48
Yaoyao Liu, et al. An Ensemble of Epoch-wise Empirical Bayes for Few-Shot Learning. ECCV 2020.
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Learning to combine models

"‘Multiple models” == "models with different architectures, learning rates, data inputs, loss functions ..”

initialization model 1 model 2 model M

(e —e—fos}— -
. ) (o]

P T ey | g0 a2/7' (¢7) Qo (te) v
i . : . :____:\\ @2 J}(te) 25 @i 2; y(te) E(te)

— | i
5 (te)
>\1 : /\2 )\z\[ 61\1 ZM Uy
ry : % X s et
by b by Bs

Meta gradient descent

49
Yaoyao Liu, et al. An Ensemble of Epoch-wise Empirical Bayes for Few-Shot Learning. ECCV 2020.
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Learning to customize & combine

"‘Multiple models” == "models with different architectures, learning rates, data inputs, loss functions ..”
Results on minilmageNet

Table. Classification accuracy (%). Higher is better.

No. Meta-learned Accuracy
a A v 1-shot 5-shot el
1 E 47.0+18 620409 Baseline: using a Single model
Baseline: | 2~~~ S 480£18 624209 i i |
i v S boiis eazos .| Improvements: |
5 < & 8 490+1.8 650+0.9 “» minilmageNet: 6.0% (1-shot) and 3.4%(5-shot)
6 L 49.7+18 654409 !
_____ g - / e E - i;g i }S ] 2igigg ] LCC greatly surpasses baseline, and performs
Ours: [LCCOurs) v v L 540+18 658+09 ! . better in the lower-shot setting. |
“oracle” v o 524+1.8 64.7+0.9 ST EEEEEE PR L L PP L L L L L e e PP P EEEEEEEE LS. |
QOurs: Yaoyao Liu, et al. An Ensemble of Epoch-wise Empirical Bayes for Few-Shot Learning. ECCV 2020. 50

Baseline: Chelsea Finn, et al. Model-Agnostic Meta-Learning for Fast Adaptation of Deep Networks. ICML 2017.
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An Ensemble of Epoch-wise Empirical Bayes
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Yaoyao Liu, et al. An Ensemble of Epoch-wise Empirical Bayes for Few-Shot Learning. ECCV 2020.
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An Ensemble of Epoch-wise Empirical Bayes
(add-on contributions)

Three popular few-shot learning benchmarks

A
4 A
- Setting minilmageNet tieredlmagelNet FC100
o.
I Method Hyperprior Learning| 1-shot 5-shot | 1-shot 5-shot | 1-shot 5-shot
2019 SOTA:1| MTL [70] - Ind. Ga.4 80.1 69.1 84.2 43.T 60.1
2| MTL+E®*BM FC Ind. 64.3 80.9 69.8 84.6 44.8 60.5
3|MTL+E3BM FC Tra 64.7 80.7 69.7 84.9 44.7 60.6
4|MTL+E®BM LSTM Ind. 64.3 81.0 70.0 85.0 45.0 60.4
5IMTL+E’BM _LSTM __ Tra | 645 811 | 702 853 | 451 606
2020 SOTA:6 SIB [25] - Tra. 704 79.2 72.9 82.8 45.2 55.9
7| SIB+E*BM FC Tra. 71.3 81.0 75.2 83.8 45.8 56.3
8| SIB+EBM ____LSTM ____Tra._ | 71.4 812 | 75.6 843 | 46.0 _57.1]

E3BM: Yaoyao Liu, et al. An Ensemble of Epoch-wise Empirical Bayes for Few-Shot Learning. ECCV 2020.
MTL: Qianru Sun, et al. Meta Transfer Learning for Few-Shot Learning. CVPR 2019.
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SIB: Shell Xu Hu, et al. Empirical Bayes Transductive Meta-Learning with Synthetic Gradients. ICLR 2020.
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My recent works - Learning to learn
for different capabilities in computer vision tasks

Learning to transfer "memory" --- “"experiences from other large-scale tasks”
Learning to extract "data’ --- "images potentially useful for future training”
Learning to combine "'models” --- "trained network parameters”

other capabilities?
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My recent works - Learning to learn
for different capabilities in computer vision tasks

other capabilities?

Learning to compress the training data (for incremental learning)

“‘Mnemonics Training: Multi-Class Incremental Learning without Forgetting” CVPR 2020 Oral

54
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Learning to compress data (Mnemonics)

ldea: Before discarding the training data of the i-th phase, compress them to a small representative &;
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| o the data sequence
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gi — 51 — 51V5‘£c (@;(82), D,) Eq. 10 B B B A
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Eq. 9 Eo:im1 < Eorim1 — 52V53£c(@i(50:i—1)§ 50:i—1)
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Yaoyao Liu, et al. Mnemonics Training: Multi-Class Incremental Learning without Forgetting. CVPR 2020 Oral Presentation.
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My recent works - Learning to learn
for different capabilities in computer vision tasks

Learning to transfer "memory" --- “"experiences from other large-scale tasks”
Learning to extract "data’ --- "images potentially useful for future training”
Learning to combine "'models” --- "trained network parameters”

future work?
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Learning to learn with small data. Qianru Sun. Dec 2019.

A rC h iteCtu re ResNet, 152 layers

(ILSVRC 2015)

= —]
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Learning to learn with small data. Qianru Sun. Dec 2019.

Learning to design architectures

Task

58
Saining Xie, Alexander Kirillov, Ross Girshick,Kaiming He. Exploring Randomly Wired Neural Networks for Image Recognition. ICCV 2019.



Learning to learn with small data. Qianru Sun. Dec 2019.

Learning to design architectures
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Saining Xie, Alexander Kirillov, Ross Girshick,Kaiming He. Exploring Randomly Wired Neural Networks for Image Recognition. ICCV 2019.



Learning to learn with small data. Qianru Sun. Dec 2019.

Learning to design architectures
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Saining Xie, Alexander Kirillov, Ross Girshick,Kaiming He. Exploring Randomly Wired Neural Networks for Image Recognition. ICCV 2019.
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